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Algorithmic Steps for LDA: 

Training Phase: 

Step 1: Load face vectors in variable X 

Step 2: Find mean mi of each class i 

Step 3: Find mean m of all the class 

Step 4: Find within class scatter Sw: 𝑆𝑤 =  ∑ 𝑆𝑖
𝐶
𝑖=1 ,     where 

𝑆𝑖 =  ∑ (𝑥 −  𝑚𝑖)𝑥 ∈ 𝜔𝑖
(𝑥 −  𝑚𝑖)

𝑇 

Step 5: Find between class scatter Sb: 𝑆𝑏 =  ∑ 𝑛𝑖(𝑚𝑖 −𝑚)𝐶
𝑖=1 (𝑚𝑖 −𝑚)𝑇 

Step 6: Find eigen vectors V of 𝑆𝑤
−1𝑆𝑏 

Step 7: Select first C – 1 eigenvector V = V(:, 1:C-1) 

Step 8: Find features of training images by projecting X on V: TrnFV = XT * V 

 

Test Phase: 

Step 1: Read test image vector T 

Step 2: Find features of test image by projecting t on V: TstFV = TT * V 

Step 3: Find euclidean distance between training feature vector TrnFV and test feature 

vector TstFV 

Step 4: Find minimum distance and index 

Step 5: Check the recognized image and test image. 


